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Abstract

Recently, in the field of entertainment, the metamorphosis of 2-D images, as it is an
attractive technique, has come to be used in movies and television commercials. This
technique is referred to as morphing. In the proposed method, Bézier or B-spline nets
are overlapped onto digital images, and their deformation is performed by moving the
control points of the nets on the images. The method proposed here has the following
advantages: 1st order derivative continuity is preserved after deformation, any kind of
affine transformation is available, and the nets are automatically set by extracting the
contours of images. '

1 Introduction

Computer graphics have been being used in various fields, and have recently come into
wide use in arts and entertainment such as animation. In entertainment, free-form
deformation of images, i.e., metamorphosis or morphing (short for metamorphosis), is
an image processing technique for digital or photographed images which has attracted
a lot of attentjon, and is widely used in motion pictures and television commercials
because of its effect and easy handling.

The morphing technique requires the following conditions: (a) smooth images
(there are no discontinuous parts), (b) various types of transformation such as affine
transformations, (c) easy specification of deformation, and (d) the ability to control
the deforming speed of shapes and colors.

In the proposed method in order to deal with the free-form deformation of digital
images, free-form deformation is performed by moving some mesh points which are
overlaid onto digital images: the mesh points are considered as the control points of
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bicubic Bézier or B-spline patches in order to realize continuous deformation. There-
fore, we can get a continuous image with 1st derivative continuity after deformation.

For simple image deformation, affine transformations, such as transforming, scal-
ing, rotation, shearing, are used in special effects(video effects). Previous methods
of morphing cannot attain all affine transformations, even though they can handle
free-form deformation. The method proposed here can handle all types of affine trans-
formation. When we use rational Bézier patches, perspective transformation can be
realized.

In animations, the effect of the colors of certain parts changing gradually and in
some order may be desired: the proposed method can attain this.

The method proposed here is based on the FFD method? and a scanline algorithm
for Bézier patches®. In a morphing operation, the expression of the relation between
the two images, the source and destination images, is significant. Considering the
parametric coordinates of the mesh overlapped on the images, two points whose
parametric values are equivalent correspond to each other: the parametric coordinates
system used in FFD is used here (a continuous mapping function expressed by Bézier
functions). It is required to get one parametric value for each pixel: this technique is
called inverse mapping. Inverse mapping is performed by a similar technique to that
used in the scanline-based hidden surface removal for curved surfaces®. As an efficient
solver of intersection points between Bézier patches and rays, one of the authors have
developed the Bézier Clipping Method® for ray tracing. By expanding this method,

inverse mapping can be achieved, and animations with smooth deformation can be
realized.

2 Previous Work

There are two types of metamorphosis, distortion of a single image, and transfor-
mition from one image into another. Examples of the former examples include the
moving of a flag and the deformation of clouds or fire. Those of the latter are the
transformation of a tiger to a woman, and a man-to-mummy morph, as seen in re-
cent movie pictures such as Willow, and Terminator 2. So, the former deformation
means from A to A’, and the latter one from A to B. As images to be deformed,
computer-generated images or photographed images are usually used.

There are two major previous methods: The mesh warping technique* and field
morphing (or feature-based approach)®. In the former, B-spline nets are overlaid onto
the digital images, and the deformation is performed by moving the control points
of the nets(see Fig. 1). The latter method is morphing based on fields of influence
surrounding two-dimensional control primitives: A pair of lines(one defined relative
to the source image, the other defined relative to the destination image) defines the
mapping from one image into another (see Fig. 2).

In the former, as all four edges of the meshes are frozen, transformation around
the boundary of the screen is limited: This means that not all affine transformations
are possible. This technique uses the two-pass algorithm®? which creates distortion
when used for a large rotational angle. In the latter, the operation is easy because of
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Figure 1: Mesh Warping

Figure 2: Feature-based image metamorphosis.

having to handle only lines, but sometimes unexpected interpolations are generated.
And not all affine transformations are possible here either. In particular, it is not
possible to specify uniform scales and shears, while the method proposed here can
handle all affine transformations when a bilinear Bézier patch is used.

For deformation of 3-D geometric models(not for digital images), Sederberg devel-
oped the FFD(Free Form Deformation) Method?. In his method, Bernstein polyno-
mials are employed. Transformation is achieved by moving the control points of the
Bézier patches overlaid onto the objects to be deformed. This operation is applied not
only to 3-D objects but also to 2-D images, and is limited to A to A’ transformation :
the method can obtain the coordinates after transformation (i-e., forward mapping),
but can not obtain the coordinate on the original image corresponding to pixels on
the screen (i.e., inverse mapping). The method proposed here can solve this problem,
too.

3 The Basic Idea of the Proposed Method

The method proposed here can specify any mesh point position, can handle all affine
transformations, and can realize deformed images with 1st-derivative continuity be-
cause the mesh points correspond to the Bézier nets. In the case of A to B transfor-
mation (e.g., adult face to child face), mesh points overlaid on images A and B are
specified onto feature points(in general contours of objects) by using a mouse. To get
a smooth transformation, the mesh is treated as a set of Bézier nets.

Basically, transformation is specified by using a mouse. So if images are compli-
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Figure 3: Manipulation of meshes to specify morphing.
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Figure 4: Calculation of color by corresponding colors of two images.

cated, the user may be forced into having to do annoying work. The major operation
for the user may be tracing of the contour lines of the objects. Furthermore, the mesh
warping has the following drawback: when control points placed on the contour of
an image, some other control points must be positioned in the interior regions. In
order to overcome this problem, we employ an image processing technique for contour
extraction. For this process, the active contour model(called snakes)® and active nef
have been developed. The latter is useful in our system because its output is meshes
while that of the former is polyline. Active net is a simulated two dimensional elastic
network model which minimizes the energy functional. Its energy functional consists
of the internal strain energy of the net and the image energy which attracts the net to
features in the image. The net deforms to wrap the region as the energy functional is
minimized: the solution can be obtained by iteration. Note that the boundary of the
initial net has to be set outside of the contour of the target image. In this method,
every control point in the boundary mesh can be positioned in the interior regions of
the contour of the image automatically.

By this process, the extent of the operation to specify transformation is reduced.

Let’s explain the procedure of generating an image at a given step by using an
example, the transformation of a rectangular to a triangle, as shown in Figs. 3 and 4,
where the coordinates systems on the screen are (z, y), and the parametric coordinates
of the meshes are (u, v)(see Eq.(1)). We call the meshes for image A and image B as
a source mesh and a destination mesh, respectively.

1) Overlap a mesh onto each image(see Fig. 3(a)).
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2) Move the mesh points of the source mesh onto the contour of image A, and
move the mesh points of the destination mesh onto the corresponding contour
of image B (Fig. 3(b))

3) Calculate the position of each mesh point at the given step by means of linear
interpolation between the source mesh and the destination mesh, and obtain
Bézier patches from those mesh points.

4) Scan the Bézier patches, and
(1) calculate (u, v) coordinates corresponding to point P(z,y) on a scanline(Fig. 4(b)).
(2) calculate both (z,y) coordinates on image A and B from (u,v) (P4 and Pp

in Fig. (a) and (c)), obtain the colors at those points, and then calculate the
color at P by means of interpolation between those colors.

In step 3), a smooth connection between Bézier patches is not easy, so after
specifying each of the mesh points as a control point of B-spline, the mesh is converted
into Bézier patches'®. Steps 3) and 4) are repeated. We discuss mainly step 4)dn the
following.

4 Metamorphosis using Meshes and Inverse Map-
ping

As mentioned above, the method proposed here is based on the FFD method, let’s
describe it biiefly prior to discussing how to solve inverse mapping, which can not be
solved through FFD.

4.1 The FFD Method

Figure 5 shows an example of 2-dimensional FFD. The mesh points correspond to
the control points of the Bézier patches. Let’s Consider (n + 1) x (m + 1) mesh,
coordinates (z,;, yi;) of mesh point P; is given by

Py =0+ (i/n)U+(j/m)V (i=0,1,.,n,j=0, 1,2,..,m), (1)

where O is the origin of the mesh, U and V are basic vectors generally parallel to X
and Y-axes, respectively(see Fig. 5(a)). Using parameters (u, v), point P(z,y) within
the mesh is expressed by

P=0+uU+vV (0<u<1,0<v<1). (2)

Let’s denote the transformed mesh point as P/, then transformed point P’ is obtained
by
P'(u,v) =3 3" FBI(u)B}'(v), (3)

=0 5=0
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Figure 5: Free Form Deformation.

where P/;(z,;, ;) are the coordinates of the control points of the Bézier patches (see

Fig. 5(b)). B is the Bernstein polynomial, and is given by
B} (u) = (M)u'(1—u)*™ (4)

In FFD, transformed coordinates (z’,y’) are obtained by substituting (u,v) into
Eq. (3), after calculating (u,v) corresponding to P(z,y) by using Eq. (2) (this process
is simple because a liner equation is used). In this method shapes are approximated
by polygons(or a set of piecewise segments) and displayed: This method is accept-
able only for forward mapping of polygons, and is suited for use with all polygonal
renderers.

4.2 Inverse Mapping

This paper deals with bicubic Bézier patches in order to realize a deformed image with
1st order derivative continuity (i.e., C! continuity): To get the kth order of continuity
we can consider Bézier patches of degree (k + 2). When deformation is performed
locally, this method maintains continuity around the boundary of the deformed region:
C? continuity is guaranteed not only at its boundary but everywhere.

An inverse mapping technique is generally required for hidden-surface removal
of curved surfaces and texture mapping. Therefore, for 3-D models the parameters
corresponding to a point on the projection plane are obtained, (z,y, z) coordinates
are calculated by using those parameters, and a visibility test is executed by using its
coordinates. In some case, texture coordinates to be mapped are calculated by using
the parameters. In the same manner, inverse mapping for 2-D images is divided into
the following methods.

4.2.1 Categories of Inverse Mapping

1) Inverse mapping using approximated bi-linear patches
This mapping is similar to the idea of hidden-surface removal using polygonal approx-
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imation; that is, the curved surfaces are subdivided into 4-sided polygons(or bi-linear
patches), the boundaries of which are linear. The (u,v) coordinates are obtained by
solving a quadratic equation!!. However, the continuity at the boundary between the
- patches is C? continuity; i.e., the image obtained is discontinuous at its boundary.
When the number of subdivisions increases, the degree of discontinuity decreases.
In this case, however, memory requirement increases and computation time for the
inclusion test, that is, in which patch calculation points are included, also increases.
2) Inverse mapping using ray tracing
Solutions to the ray/patch intersection problem can be categorized as being based on
subdivision and numerical approaches. The representative method in the former is
Whitted’s method!?. His method recursively subdivides a patch to get intersections,
so a large number of subdivisions are required to solve this problem precisely. The
representative method in the latter is Kajiya’s method!®. His method is based on
an algebraic technique. His algorithm reduces the problem of intersecting a bicubic
patch with a ray into one of finding the real root of an univariate polynomial of
degree 18. Though many algorithms have been developed, an efficient algorithm was
recently developed by one of the authors, the ray tracing method for rational Bézier
patches, in which the root is obtained by a linear equation iterative method (this
method is called Bézier Clipping'). Even though, in general, the ray tracing method
gives precise solutions, it is computationally expensive.
3) Inverse mapping using the scanline algorithm

Lane'* rendered curved surfaces by means of the subdivision of the surfaces into small
polygons. That is, the curved surfaces are subdivided into subpatches until they are
flat enough. In his method, the surfaces are dynamically subdivided for each scan-
line. His method has some disadvantages in that gaps arise between approximated
polygons. To overcome this problem, Nishita’s method® has been proposed. In this
method, curved surfaces are subdivided into subpatches with curved boundaries. Pa-
rameters (u,v) are obtained by linear interpolation between the intersections of the
boundaries of the subpatches and the scanline. The scanline algorithm is generally
faster than the raytracing algorithm.

4.2.2 Proposed algorithm

In this paper, the scanline algorithm is used. Parameter values at each pixel on a
scanline are obtained by means of the interpolation of sampled values.

Let’s consider inverse mapping from (z, y) coordinates on a screen to a parametric
space. Even though many Bézier patches are overlaid onto the images to be deformed,
we consider a single bicubic Bézier patch here. (z,y) coordinates of point P are
expressed by Eq.(3).

Let’s denote y, as y coordinate of the scanline, and then the equation of the
scanline is expressed by y — y, = 0. The intersection between the curve and the
scanline is obtained by substituting y-component of Eq. (3) in this line equation,

22 viB(w)Bi(v) -y, = 0. (5)

1=0 ;=0
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Figure 6: Inverse Mapping: intersection between scanline and Bézier curve.

Intervals (u,v) satisfying Eq.(5) can be obtained by Bézier clipping®, and anything
outside of the interval of the curved surface is clipped away. After extracting the
subpatches on a scanline, the intersection points between the boundaries of the sub-
patches and the scanline are calculated(see Fig. 6). Where there is no intersection
between the generated boundaries of the subpatch when clipped away, the intersection
tast is done only for the other boundaries (generally 2 of them).

Let’s denote the coordinates of the intersection points as z; and z,, and their
parameters as (u, v) and (u,,v,). Then the larger component,(u, — u) or (v, — v),
is subdivided evenly. For example, if u-component is larger than v-component, iso-
parametric curve u = uy (=uk_; + du) is calculate, and the intersections among these
curves and the scanline are calculated, where du is determined by (z, — z;) so that the
sampling interval becomes to 2 or 3 pixels. As an iso-parametric curve is a bicubic
Bézier curve, the value v at the intersection between the iso-parametric curve and the
scanline can be calculated by

3

> d;Biw) = 0, (6)

3=0
where d; = y; — y,, and y; is y coordinate of the control point of the iso-parametric
curve. The intersection points of a scanline and iso-parametric curves can be solved
efficiently by using the Bézier clipping method. As the subpatches are smaller than
the original patch, the iso-parametric curve is close to a straight line. Therefore, the
solution is obtained with few iterations(e.g., 2.2 or 2.4 iterations for the examples
shown in Fig. 8- 10). Using the value of v, = coordinate is calculated by using Eq.(3).
Let’s denote these intersections as vy and zj (see Fig. 6). Then the parameters (u, v)
at z can be obtained by the following linear interpolation.

v = ug+ (uks1 — Wi, (7
v = v+ (vke1 — 0,
where t = (z — ) /(zp41 — 1), (0 < t < 1).

After calculation of (u,v) for every sampling point, the values of the parameters
at each pixel between the sampling points are linearly interpolated. Subdivision is

a =
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accomplished by the well-known de Casteljau method. This method reduces the
problem from degree 18 to degree 3.

5 Animation

To get a smooth animation, deformation is performed by using several steps between
the source image and destination image. For the case of the distortion of an im-
age(from A to A’), only the shape is transformed, while for the transformation from
one into another(from A to B) colors should be also changed.

For shape transformation, the position of each mesh point at a midway image is
obtained by linear interpolation between the meshes of the source image and those
of the destination image. The color at each pixel is obtained by a blending of the
corresponding pixel colors(their parametric values are the same). That is, the source
image is gradually distorted and faded out, while the destination image is gradually
distorted toward the first one and faded in. _

Even though the lotus of the mesh points is linear, the speed of transformation
is not uniform over the whole screen. We can control the speed: the transformation
proceeded from some part of the screen. For example, it may be effective if distortion
proceeded from the top to the bottom of the face. As the mesh has (u,v) parameters,
the distortion direction can be followed by u-component(or v-component). In our
system, the speed of transformation is specified by a Bézier function of (u,v).

In general, within an image, only some objects are transformed and the back-
ground does not change. These objects are extracted from the image by a masking
process. After the morphing operation, the deformed image and the background im-
age are composited’®. So, in our system, three images, a source image, a destination
image, and a background, are required.

6 Example

Figure 7 shows a basic example of the distortion of a image: (a) is the original image.
(b) is the distorted image by using the Bézier nets of (c) and (d): (c) is overlaid on
the original image, and the inner four points of (d) are moved. (e) and (f) are the
partially distorted image by using the set of B-spline nets, (8) and (h), (i) and (j),
respectively: (g) and (i) are overlaid on the original image (a), and the upper points
of (h) and (j) are moved while the lower parts of the nets are fixed. By changing the
some points of the nets, we can control the extent of continuity at the border between
the distorted and frozen parts: even though the border in (f) looks discontinuous, 1st
order derivative continuity is preserved after deformation. As shown in these figures,
continuous deformation is realized.

Figure 8 shows an example of the distortion of a single image: a flag waving in
the wind. (a) is the source image (the flag of Fukuyama University). Both (b) and
(c) are composited images; a distorted image and a background image.
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Figure 9 is an example of morphing from one to another: a vacuum cleaner to
an automobile. (a) and (d) are the source and the destination images, respectively:
these images are generated by our scanline algorithm for Bézier patches3.

Figure 10 shows the morphing of a horse to a tiger. The transformation is done
gradually from head to tail.

These examples are cuts from animations. We used workstation SGI Indigo(R3000).
The computation time for Fig. 8, Fig. 9 and Fig. 10 are 20., 18.0 and 22.0 seconds,
respectively (the image size is 500 x 400).

7 Conclusion

We have proposed a morphing algorithm using Bézier clipping as a powerful animation
tool.
The advantages of the proposed method are as follows:

(1) 1st order derivative continuity is preserved after deformation by using Bézier
nets.
(2) Any kind of affine transformation is available.

(3) Inverse mapping is solved by using Bézier Clipping, and easy manipulation of
mesh setting by the automatic contour extraction of images can be realized.
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(a) (b) ' (©)

Figure 9: An example of morphing from Figure 10: An example of morphing from
a vacuum cleaner to a car. a horse to a tiger.
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